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+++ Objective

The objective of this document is to provide a summary of the ITM and ITCAM commands
and GUI screen shots to monitor MQ queue managers

+ Reference techdocs
http://www.ibm.com/support/docview.wss?uid=swg27048598

Installation of ITM 6.0.3.2 in Windows to monitor MQ queue managers
IBM Techdoc: 7048598

These are the components that are installed:

Chapter 2 describes how to install these fundamental components:
TEMS - Tivoli Enterprise Monitoring Server
TEMA - Tivoli Enterprise Monitoring Agent

Chapter 3 describes how to install the GUI support:
TEPS - Tivoli Enterprise Portal Server
TEPD - Tivoli Enterprise Portal Desktop Client

http://www.ibm.com/support/docview.wss?uid=swg27048600
Installation of ITCAM Agents 7.3 in Windows to monitor MQ queue managers
IBM Techdoc: 7048600

These are the components that are installed:
WebSphere MQ Configuration Agent
WebSphere MQ Monitoring Agent

http://www.ibm.com/support/docview.wss?uid=swg27048601



http://www.ibm.com/support/docview.wss?uid=swg27048601
http://www.ibm.com/support/docview.wss?uid=swg27048600
http://www.ibm.com/support/docview.wss?uid=swg27048598
http://www.ibm.com/support/docview.wss?uid=swg27048602
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Installation of ITM Agents 6.0.3.2 and ITCAM MQ Agents 7.3 in Linux
IBM Techdoc: 7048601

These are the components that are installed:

Chapter 3: Installing the ITM 6.3.0.2 Agents in Linux
Agentless Monitoring for Linux Operating Systems V06.30.02.00
Monitoring Agent for Linux OS V06.30.02.00
Tivoli Enterprise Services User Interface Extensions V06.30.02.00

Chapter 5: Installing ITCAM 7.3 MQ Agents - IBM Tivoli Monitoring components
Tivoli Enterprise Services User Interface Extensions V06.30.02.00
WebSphere MQ Configuration Agent V07.30.01.00
WebSphere MQ Monitoring Agent V07.30.01.00

Webinar:

http://www.ibm.com/support/docview.wss?uid=swg27048572

Using ITCAM to monitor MQ queue managers in Linux and Windows

Abstract

This WebSphere Support Technical Exchange is designed to present an introduction on basic
installation of IBM Tivoli Monitoring (ITM) and IBM Tivoli Composite Application Manager
(ITCAM) Agents for WebSphere Messaging to monitor MQ queue managers in Linux and
Windows.

Level of Difficulty: Beginner



http://www.ibm.com/support/docview.wss?uid=swg27048572
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++ Additional references

https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli

%20Composite%20Application%20Manager/page/Best%20Practice%20for%20monitoring
%20Multi-Instances%20MQ

Tivoli Composite Application Manager > ITCAM for Applications > Best Practices for ITCAM
Applications >

Best Practice for monitoring Multi-Instances MQ

https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli

%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for
%20Applications%20to%20monitor%20Multi-Installation%20WMQ

Tivoli Composite Application Manager > ITCAM for Applications > Best Practices for ITCAM
Applications >

Best practice for ITCAM for Applications to monitor Multi-Installation WMQ

https://www.ibm.com/developerworks/community/wikis/home?lang=en us#!/wiki/Tivoli

%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for
%20Applications%20to%20monitor%20channel-level%20impolite%20access

Tivoli Composite Application Manager > ITCAM for Applications > Best Practices for ITCAM
Applications >

Best practice for ITCAM for Applications to monitor channel-level impolite access

Note: This tutorial is regarding the MQ reason code 2035 MQRC_NOT_AUTHORIZED when
using Channel Authentication Records

++ |nstallation directories

+ Directories in Windows:

- Top level directory: C:A\IBMAITM

- Configuration files: C:\IBM\ITM\Config
+ Directories in Linux:

- Top level directory: /opt/IBM/ITM
- Configuration files: /opt/IBM/ITM/config


https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for%20Applications%20to%20monitor%20channel-level%20impolite%20access
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for%20Applications%20to%20monitor%20channel-level%20impolite%20access
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for%20Applications%20to%20monitor%20channel-level%20impolite%20access
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for%20Applications%20to%20monitor%20Multi-Installation%20WMQ
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for%20Applications%20to%20monitor%20Multi-Installation%20WMQ
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20practice%20for%20ITCAM%20for%20Applications%20to%20monitor%20Multi-Installation%20WMQ
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20Practice%20for%20monitoring%20Multi-Instances%20MQ
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20Practice%20for%20monitoring%20Multi-Instances%20MQ
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Tivoli%20Composite%20Application%20Manager/page/Best%20Practice%20for%20monitoring%20Multi-Instances%20MQ
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++ How to start the TEMS GUI:

From the Start Menu expand:
IBM Tivoli Monitoring

. IBM Tivoli Monitaring L
5
@ tanage Tivoli Monitoring Services I
| Readme I
CL Tivoli Enterprise Build-level Listing |
Tivoli Enterprise Portal r
J IBMWebSphere MO
) ava

J Maintenance

, Motepad ++
J PuTTY
J SmartBear
J Startup -
1 Back
| Search progrems and files p| .
Then right click on:
Manage Tivoli Monitoring Services
and select:
Run as administrator
Open
Fd Troubleshoot compatibility
£l Open file location
i 1-Zip
[&f  Editwith Notepad++
Pin to Taskbar
Pin to Start Menu
o KPS Wiewer
| 1Zip Restore previous versions
J Bccessories Send to
J Apache Directory Studio
| Cygwin Cut
) Cyguvin-X Copy
, FileZilla FTP Client
Delete
| Gares
. TBM HTTP Server V.0 for Tivali | e

. IBM Tivoli Monitoring

Feqperties
tanage Tivoli Monitoring Sererccs
- -~ ——
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You will see the GUI for the TEMS:

Select:
Tivoli Enterprise Portal

& Manage Tivaoli Enterprise Monitoting Services - TEMS Made - [Local Computer]
Actions  Options  Miew Windows Help

Fslof 5| & 2

Service/Application I Task/SubSyst., | Configured | Status
hem Eclipse Help Server HELPSWR Yes Started
[®A Tivoli Enternrise Porta Browwser Yes
FI
R Trwan Erferprise Portal server KR SRy Yes (TEMS)  Started
o= Maonitoring &gent for Windows 0% Primary Yes (TEMS)  Started
%ﬂg WebSphere MQ Monitoring Agent QM_WINL Yes (TEMS)  Started
@ =2 Vi¥ehSphere MQ Manitoring Sgent Primary Yes (TEMS)  Stopped
S e8 Yyeh Sphere MQ Configuration Agent Frimary Yes (TEM3Z)  Started
& Agentless Monitoring for Linwe OS Ternplate
& Agentless Maonitaring for Windows 05 Template
4@ Tivoli Enterprise Manitaring Server TEMS1 es Started
o JEUTLR DTS W S > r at

Then right click on "Start”

I Service/Application I Task/SubS
e Eclipse Help Server HELPSWR
[® Tiiali Fnterprize Dorta Browsser
Tivoli Enterprise Portal
'Lﬂ' reoll Enterprise Horta LStart_J
Ske2 Wanitaring Agent for Wi Stop

From the TEP GUI, enter the userid "sysadmin” and the corresponding password.
This is also known as the credentials.

..Logon .

Tivoli Enterprise Portal

TEP server: IP-9-30-145-168
Logon ID: |sysadmin
Pasgword, |[eessssss

DK || Cancel || Help |

Please enter user credentials |
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On the upper left panel, you will see the hierarchy of the monitored systems/components:

Enterprise Status - IP-9-30-145-168 - SYSADMIN
File Edit “iew Help

l.o-0- 0B m@A2@a0®| @¢BEIDQ

o Havigator 2 0 =
View: [Physical = Q @
@Enterprise

[C Linux Systems
Windows Systemns

Click on the + icons and expand the elements. The expanded view may look like this:

&g Havigator

L]

Wiew: |Physical

E Enterprise
= [[F Linux Systems
= CH ip-9-30-145-0
Linux 08
MQSERIES - QM_LIX1
= CH ip-9-30-145-117
Linue 08
MQSERIES - QM_LINxZ
LM ip-9-30-145-118
= [ Windaws Systems
= CEH IP-9-30-145-168
MQSERIES - QM_WINT
Windows 05
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++ How to start/stop/recycle a TEMS via the "Manage Tivoli Enterprise Monitoring Services"

In Windows, to recycle the TEMS:

§ Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer]
Actions Options View Windows Help

HETCIETETR]

Service/Application | Task/Su... | Confi... | Status | Config... | Sta... | Accou... | Des... |

A Eclipse Help Server HELPSVR Yes Started up-to-... Au.. LocalS.. No
Eivoli Enterprise Portal Browser  Yes N/A N/A  N/A N/A
Eivoli Enterprise Portal Desktop  Yes N/A N/A  N/A N/A

AW Tivoli Enterprise Portal Server ~ KFWSRV ~ Yes (T... Started up-to-.. Au.. LocalS.. No

Hes Monitoring Agent for Windo... Primary  Yes (T... Started up-to-.. Au.. LocalS.. Yes

Bt WebSphere MQ Monitoring A... QM_80 Yes (T.. Started up-to-... Au.. LocalS.. No

@ = WebSphere MQ Monitoring A... Primary  Yes (T.. Stopped up-to-... Au.. LocalS.. No

A== WebSphere MQ Configuratic... MQ8 Yes (T.. Started up-to-.. Au.. LocalS.. No

Ao WebSphere MQ Configuratio... Primary  Yes (T... Started up-to-.. Au.. LocalS.. No
% Agentless Monitoring for Win... Template N/A

EY & Tivoli Enterprise Monitoring S... Started

<| UL [Recycle :I

Stop and start service or application

Change Startup...

[ 1 o n

++ How to refresh the view

To refresh the view, from the Navigator panel, select "Enterprise”, then select "View" from
the menu bar, and then "Refresh Now"

Enterprise Status - [P-9-30-145-168 - SYSADRIN
Eile  Edif| Wiew | Help
‘ vl_ﬁ vs'mwmavigator @ &

v Toolhar

O@ Havigati

v iew Toalbhars

b
E

v Status Bar

e§° Refresh Mow F5

Enterpr

i
¥

Refresh Every ]
Pause Refresh
@ stop Shift-Escape

]
[ aR

q
H
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++ Creating a local MQ Monitoring Agent for a queue manager in Windows

See:

Chapter 3: Creating a local MQ Monitoring Agent for a queue manager in Windows
From:

http://www.ibm.com/support/docview.wss?uid=swg27048600

Installation of ITCAM Agents 7.3 in Windows to monitor MQ queue managers

In the Windows host that has the TEMS, there is a local MQ queue manager called QM_WIN1
and it is listening at port 1414.
Let's create a dedicated instance of the MQ Monitoring Agent for this queue manager.

Start the TEP Desktop.
See Chapter 4 of the related techdoc on installing ITM:
Chapter 4: Starting the Tivoli Enterprise Portal GUI

From the left panel, expand the view and click on "Agent Management Services".
Notice that on the right panel, "Agent Management Status” you will see:
WebSphere MQ Monitoring Agent
WebSphere MQ Configuration Agent

- Agent banagerment Serices - IP-5-30-145-168 - SYSADMIN
Eile Edit Yiew Help

@- .- U mBES0808H e+EY nEACHAOERYEsRE
o8 Havigator 2 [ E []agents Management Status

T View: [Ehysical T Q@ ~ AgentMame
[l Erterorise

Agentiess Manitoring for Linux Operating Systems
L UL i T QLG S HEL G
Maonitoring Agent for Windows 03

= = Windmars Systems
= GF| IP-3-30-145-168
B
= @ windows 08 Proyy Agent Sendces Walthdog

= Disk WiehSphere MQ Corfiguration Agent j

= Enterprise Senices WishSphara M Monltoring Agent
L Memory

L Metwork
L Printer

el Process
I Processor = —
[ system [7] Agents® Alerts

Ll JApent Management Senvices = Timestamp ‘ AlertMessage



http://www.ibm.com/support/docview.wss?uid=swg27048600
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From the Manage Tivoli Enterprise Monitoring Services, select:
WebSphere MQ Monitoring Agent
right click and select "Create Instance ..."

F Manage Thali Entequrise Meaitoring Services - TEME Mads - [Lacal Camputer]
Aticns  Dation:  View  Windows  Help

Hslel &l 2 2
Seni icat | TeskySubSyes., | Configured | Sta
a2 Eclipse Help Seamr HFLPSLR Vs a
Thul £ e Fortsl Eciresser Ve
Thoeli Desktop Var
B Tiooli [ Wes TEMZ  Ta

Firmary
Start
Stap

Fecyele

Yex (TEWS  Se

& fgent
& fgent Win
T Theol Eaterprise Monitoring Sarver

Change Hartup..

Change Stertup Peris

et Defaults For Al Agerit.

Provide the instance name. In this example it is:
QM_WINT1

WebSphere MO Monitoring Agent
Instance Mame:
[aM_wanT]
| ak l Cancel

Notice that a new entry is added:

QR_WVINL Mo

She ek Sohere MO Confiauration Saent Prirmars Wes (TEMSY  Started un-to-date

We need to configure it now.

m I ErlLt‘rl’JrIl‘-l'_' FurLdi Lp't'l‘-KLLl[_l TE: 1= 1y =
%Bﬁi Tiwali Enterprize Portal Server KFWASRY Yes (TEMS  Started up-to-date Aut
ity = q LI q L=y LI " ERELLLLI L ] ITI;IIIGI_'" I':.'l';imlﬁ,I -\.'ll.ﬂll.':Lv; Lvll.l L '\.v:l.l:.'\.
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Notice that the new entry for QM_WIN1 has the following values:
Column: Configured  Value: No
Column: Configuration Value: N/A

From Tivoli Enterprise Monitoring Services, right-click WebSphere MQ Monitoring Agent and
select Configure Using Defaults

#5 B 1ol Enterprise Hortal »erver [T A Yes [ TEN)
ZH =2 tonitoring Agent for Windows 05 Prirnary Yes (TERS)
iy iteh I:'FI here b4 I:_I M onitorima foant Tk TR Pl -

@ =2 WebhSphere MO Monito Start RS

Fh =2 viteh Sphere MO Config Stop M3

& Agentless Monitaring fo Flecvc|e
& Agentless Monitaring fo ;

L) Tivoli Enterprise Monito Change Startup...

Change Startup Parms..,

Set Defaults For All Agents...

| Configure Using Defaults I

Create Bulti-instance...

You are prompted to edit the agent’s .cfg file. (The primary agent’s file is named mq.cfg.)

WiebSphere MO Monitoring Agent 23

i

f ) Do you want to update the file mg_QM_WINLcfg prior to configuration
Y of WebSphere MO Monitoring Agent.

Click Yes

WifebSphere MO Monitoring Agent @

I.-"'_"‘-. Configuration will wait for you to close the Motepad edit session before

W' continuing,
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A Notepad session opens for the corresponding cfg file:
C:\IBMAITM\TMAITM6_x64\mq_QM_WIN1.cfg

Supply the WebSphere MQ queue manager name in the MANAGER NAME() and MGRNAME()
parameters of the .cfg file.
In this case it is: QM_WIN1

WARNING!! Do NOT enclose the name within quotes! This will cause runtime errors!
You will need to add a statement for SET AGENT and provide the name of the host.

The SET AGENT is useful to refine the identification of a queue manager.
It is not necessary in all cases, but it is a good idea to set it always.

But it is needed in 2 situations:

- When working with multi-instance queue managers.

- When doing remote monitoring.

The attribute STATISTICSINFO(REMOVE) for "SET MANAGER" is needed in order for the MQ
agent to query the statistics messages generated by the MQ queue manager, when the
generation of the statistics has been enabled.

+ begin changes

SET MANAGER NAME(QM_WIN1) STATISTICSINFO(REMOVE)

SET QUEUE NAME(*) MGRNAME(QM_WIN1) QDEFTYPE(PREDEFINED)
SET CHANNEL NAME(*) MGRNAME(QM_WIN1)

SET AGENT NAME(9.30.145.168)

+ end changes

Save and exit the Notepad session.
Click Yes at the next prompt to continue.

WebSphere MOQ Monitoring Agent 3

r "~ | The mg_ QM_WINLcfg edit session is complete, Press Yes to configure
" the agent. Press No to skip configuration of the agent.

You are returned to the Tivoli Enterprise Monitoring Services window.
This completes the initial configuration, and the agent is ready to be started.
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Notice that the new entry for QM_WIN1 has the following values:
Column: Configured  Value: Yes(TEMS)
Column: Configuration Value: up-to-date

ﬁ Fanage Tiwoli Enterprize Monitoring Services - TEME Bode - [Local Carmputer]
Actions  Options  Miew  Windows  Help

Elzlol & & ¢

Service/Application I Task/SubSyst,., | Confiqured | Status I Configurati...
FHas Eclipse Help Server HELP 3R Yes Started up-to-date
Tivnli Enterprise Portal Browwser Yes M2
Ti'-.-'u:uli Enterprise Portal Desktop es MAA
,*’Bfl T|'-.-'|:|I| Enterprlse Partal Ser‘uer KF"-.I'I.-"SR"u" Yes (TEME)  Started up-to-date
o e b s [.thrH M Monitoring Sgent = I.JFl-tl:l-datF_'
l:LI-\.'nLnn.u. ™ T T T e T, I EIE L L = g [eimm gy oy o L alE

Start the instance:

iEl,flﬂ:iTh.ﬂ:ull Enterprlse Partal Sewer KP4 SRY Yes (TEMS)  Started
: Wes (TEMS)  Started

L ELL] L l'IIIIIﬂI_'r’

Agent ik N1

phere TI n:nnltn:nrlng qent Helriary
a2 Wiebsphere MO Configuration Agent Prirnary
& Agentless Monitoring for Linux 0% Ternplate
LA fhcrtHace bdrmitarimn Fawe Ufnd aooe 19 Tawrmlata R_EI:'_-,-'E'E

If the start is successful (no errors were encountered), then the status will be updated to

“Started"™:
W B IVIORITON NG SAQEenT TOF NWIRGQOows 1L FrImary TES LIEINIS) R
}{‘ i ek Sphere MO Monitaring &gent kA T Yes (TEMS)  Started

@ =2 \iebSphere MO Maonitaring fgent Primary Yes (TERS) opped
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++ Creating a remote MQ Monitoring Agent for a remote queue manager in Linux

See:

Chapter 5: Creating a remote MQ Monitoring Agent for a remote queue manager in Linux
From:

http://www.ibm.com/support/docview.wss?uid=swg27048600

Installation of ITCAM Agents 7.3 in Windows to monitor MQ queue managers

The queue manager to be monitored is a "remote” queue manager to the TEMS and there
are no ITM Agents nor ITCAM Agents installed in that remote box.

Scenario:

Host RHEL1 is a Linux box but it does NOT have any components for ITM and ITCAM.

Is it possible to remote monitor from the TEMS in Windows, a remote queue manager called
QM80RHEL1 (port 1422) located in host RHEL1?

Answer:

Yes, it is necessary to define a Server-Connection channel in the queue manager and then
add a corresponding Client-Connection channel in a CCDT and make available the CCDT file
to the TEMS in Windows.

It is necessary to define a remote MQ Monitoring Agent for the queue manager.


http://www.ibm.com/support/docview.wss?uid=swg27048600
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++ Steps

Follow the directions mentioned in this techdoc in:
Chapter 3: Creating a local MQ Monitoring Agent for a queue manager in Windows

Specify the desired name of the queue manager: QM80RHEL1
A Notepad session opens for the corresponding cfg file:
C:\IBM\ITM\TMAITM6_x64\mq_QM80RHEL1.cfg

Supply the WebSphere MQ queue manager name in the MANAGER NAME() and MGRNAME()
parameters of the .cfg file.
In this case it is: QM80RHEL1

WARNING!! Do NOT enclose the name within quotes! This will cause runtime errors!

There are 2 important differences with respect to the local agent configured in Chapter 3.
1) In the statement for SET MANAGER you MUST add: REMOTE(YES)

2) In the statement for SET AGENT you MUST provide the name of the Queue Manager (not
the name of the host).

The attribute STATISTICSINFO(REMOVE) for "SET MANAGER" is needed in order for the MQ
agent to query the statistics messages generated by the MQ queue manager, when the
generation of the statistics has been enabled.

+ begin changes

SET MANAGER NAME(QM80RHEL1) STATISTICSINFO(REMOVE) REMOTE(YES)
SET QUEUE NAME(*) MGRNAME(QM80RHEL1) QDEFTYPE(PREDEFINED)

SET CHANNEL NAME(*) MGRNAME(QM80RHEL1)

SET AGENT NAME(QM80RHEL1)

+ end changes

Save and exit the Notepad session.
Continue with the steps for the configuration of the agent.

After the agent is configured, do NOT start it yet!
Additional steps are necessary.

Notice that the userid "system” is going to be passed by ITM in Windows when contacting
the remote MQ queue manager in Linux.
You may get the following MQ errors in the remote Linux box:

08/28/2016 03:34:06 PM - Process(26276.20) User(mgm) Program(amqrmppa)
Host (ip-9-30-145-118) Installation(Installation2)
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VRMF(8.0.0.4) QMgr(QM80RHEL1)

AMQ9557: Queue Manager User ID initialization failed for 'system'.
EXPLANATION:
The call to initialize the User ID 'system’ failed with CompCode 2 and Reason 2035.
To avoid the above security error AMQ9557 (reason code 2035 MQRC_NOT_AUTHORIZED, in
the remote Linux box you can do several things.
Note: The main focus of this tutorial is on setting MQ for monitoring. The focus is not on all
the security aspects related to MQ remote access, thus, | am keeping it simple.
1) If your organization has already established standards for MQ remote access, then follow
them.
2) For test/development system, you could create the necessary userid and a mapping of
users.
2.a) As user root, you need to create a user id called "system" and add it to the group
“mgm”.

useradd -u 515 -g mgm -s /bin/bash -d /home/system -m system
2.b) Create a channel authentication record that maps the client user "system"” to the MCA
user “mgm”.

Create a server-connection channel.

Note:

The naming of the channel in this example is mostly used with MQ clusters.
Use the naming standards for you organization.

In the remote MQ queue manager (QM80RHEL1) in the Linux box.
Use runmgqsc to define a Server-Connection channel:
DEFINE CHANNEL(TO.QM80RHEL1) CHLTYPE(SVRCONN) TRPTYPE(TCP)

Then, in the queue manager local (QM_WIN1) in the Windows box that has the TEMS, define
a Client-Connection channel, which will be added to the CCDT file for that queue manager:

DEFINE CHANNEL(TO.QM80RHEL1) CHLTYPE(CLNTCONN) TRPTYPE(TCP)
CONNAME('9.30.145.118(1422)') QMNAME(QM80RHEL1)

The CCDT file will be updated. It is located at:
C:\ProgramData\IBM\MQ\gmgrs\QM_WIN1\@ipcc>dir
08/28/2016 03:24 PM 4,204 AMQCLCHL.TAB
03/01/2016 01:32 PM 8 AMQRSYNA.DAT

Copy the CCDT file from the MQ queue manager to the ITM location:
C:\IBMAITM\TMAITM6_x64
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The command is a long one. Even though it may appear in 2 lines in this note, it is only 1
long line:

COPY C:\ProgrambData\IBM\MQ\gmgrs\QM_WIN1\@ipcc\AMQCLCHL.TAB
CAIBMAITM\TMAITM6_x64

Now a copy of the CCDT file resides at:
C:A\IBMAITM\TMAITM6_x64\AMQCLCHL.TAB

Now you can start the remote MQ Monitoring Agent from the TEMS Services GUI.
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++ Summary of ITM runtime commands in Linux

+ Configure ITM Linux OS agent (product code: 1z)
/opt/IBM/ITM/bin/itmcmd config -A [z

+ Start and stop an ITM Linux OS agent (product code: 1z)
/opt/IBM/ITM/bin/itmcmd agent stop [z
/opt/IBM/ITM/bin/itmcmd agent start (z

+ Configure ITCAM MQ Configuration Agent (product code: mc)
/opt/IBM/ITM/bin/itmcmd config -A mc

+ Configure ITCAM MQ Monitoring Agent, default (product code: mq)
/opt/IBM/ITM/bin/itmcmd config -A mq

+ Configure a dedicated MQ Monitoring Agent for a specific queue manager, such as
QM_LNX1 (product code: mq)
/opt/IBM/ITM/bin/itmcmd config -A -0 QM_LNX1 mq

+ Start and stop ITCAM MQ Configuration Agent (product code: mc)
/opt/IBM/ITM/bin/itmcmd agent start mc
/opt/IBM/ITM/bin/itmcmd agent stop mc

+ Start and stop the ITCAM MQ Monitoring Agent, default (product code: mq)
/opt/IBM/ITM/bin/itmcmd agent start mq
/opt/IBM/ITM/bin/itmcmd agent stop mq

+ Start and stop the ITCAM MQ Monitoring Agent for a specific queue manager, such as
QM_LNX1 (product code: mq)

/opt/IBM/ITM/bin/itmcmd agent -o QM_LNX1 start mq

/opt/IBM/ITM/bin/itmcmd agent -o QM_LNX1 stop mq

+ Start and stop all agents

It is recommended to start each agent by itself.

However, just for completeness, this is the command to start all the agents:
/opt/IBM/ITM/bin/itmcmd agent start all

To stop all:
/opt/IBM/ITM/bin/itmcmd agent stop all
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+++ Linux: More information on configuring and customizing an MQ Agent
Example for MQ queue manager QM_LNX1
++ Configuring for 1st time:
/opt/IBM/ITM/bin/itmcmd config -A -0 QM_LNX1 mq

At this point, the cfg file for the MQ Monitoring Agent for the queue manager QM_LNX1 has
NOT been created!

You will need to start and stop the agent in order to create such file.

The generated cfg file needs to have additional important customization, which is done in
the next section.

Start the agent:
/opt/IBM/ITM/bin/itmcmd agent -0 QM_LNX1 start mq

Then stop the agent:
/opt/IBM/ITM/bin/itmcmd agent -o QM_LNX1 stop mq

++ Customization of the configuration files for MQ Agents.

+ Modify the configuration file:
/opt/IBM/ITM/config/ip-9-30-145-0_mq_QM_LNX1.cfg

Edit the cfg file:
vi /opt/IBM/ITM/config/ip-9-30-145-0_mq_QM_LNX1.cfg

The following 3 lines for that file have the name of the queue manager:
SET MANAGER NAME(QM_LNXT1)

SET QUEUE NAME(*) MGRNAME(QM_LNX1) QDEFTYPE(PREDEFINED)

SET CHANNEL NAME(*) MGRNAME(QM_LNX1)

++ Modify the mc.ini and mq.ini configuration files

Edit the file and add "/opt/mgm/lib:" to the LD_LIBRARY_PATH:
vi /opt/IBM/ITM/config/mc.ini

Before:
LD_LIBRARY_PATH=SICCRTE_DIRS/SGSKLIBS:SCANDLEHOMES/SBINARCHS/
SPRODUCTCODES/lib: SCANDLEHOMES/SARCHITECTURES/lib

After:
LD LIBRARY PATH=/opt/magm/lib:SICCRTE_DIRS/SGSKLIBS:SCANDLEHOMES/SBINARCHS/
SPRODUCTCODES/lib: SCANDLEHOMES /SARCHITECTURES/lib
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+ Do the same change in the mq.ini (for the MQ Agent) and add variable:

Edit mq.ini in /opt/IBM/ITM/config to modify LD_LIBRARY_PATH and to add an important
variable:
vi /opt/IBM/ITM/config/mq.ini

1) Add "/opt/mgm/lib:" to LD_LIBRARY_PATH

Before:
LD_LIBRARY_PATH=SICCRTE_DIRS/$GSKLIBS: SCANDLEHOMES /SBINARCHS/
SPRODUCTCODES/lib: SCANDLEHOMES / SARCHITECTURES/lib

After:
LD LIBRARY_ PATH=/opt/mgm/lib;:SICCRTE_DIRS/SGSKLIBS:SCANDLEHOMES/SBINARCHS/
SPRODUCTCODES/lib: SCANDLEHOMES /SARCHITECTURES/lib

2) Add the line to indicate where is MQ code installed.
KMQ_LATEST_WMQ_INSTALLPATH=/0opt/mgm

Save the file.
+ Start the agents:

Start the MQ Configuration Agent:
/opt/IBM/ITM/bin/itmcmd agent start mc

Start the MQ Monitoring Agent for the queue manager QM_LNX1
/opt/IBM/ITM/bin/itmcmd agent -o QM_LNX1 start mq
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++ Monitoring multi-instances of a queue manager

The current approach to multi-instance monitoring is to have a separate agent for both the
standby and active queue managers, both running at the same time.
When the queue manager is active, the data will be available. When the queue manager is
in standby, the only available data will be the queue manager status.

For example, you have an MQ multi-instance queue manager called QMMI1 in host3 and
host4.

You will need to define ITCAM MQ Monitoring agents in both hosts.

Here is the summary of the steps:

+ host3:
Login as root
Configure MQ Monitoring agent, specify TEMS hostname, in this case: ip-9-30-145-
168.svl.ibm.com
/opt/IBM/ITM/bin/itmcmd config -A -0 QMMI1T mq
Create the config mq*.cfg file, need to start/stop agent.
/opt/IBM/ITM/bin/itmcmd agent -o QMMI1 start mq
/opt/IBM/ITM/bin/itmcmd agent -o QMMI1 stop mq
Configure mq*.cfg to specify QmgrName QMMI1
vi /opt/IBM/ITM/config/*mq_QMMI1.cfg
Restart the agent.
/opt/IBM/ITM/bin/itmcmd agent -o QMMI1 start mq

+ host4:
Login as root
Configure MQ Monitoring agent, specify TEMS hostname, in this case: ip-9-30-145-
168.svl.ibm.com
/opt/IBM/ITM/bin/itmcmd config -A -0 QMMI1 mq
Create the config mqg*.cfg file, need to start/stop agent.
/opt/IBM/ITM/bin/itmcmd agent -o QMMI1 start mq
/opt/IBM/ITM/bin/itmcmd agent -o QMMI1 stop mq
Configure mq*.cfg to specify QmgrName QMMI1
vi /opt/IBM/ITM/config/*mq_QMMI1.cfg
Restart the agent.
/opt/IBM/ITM/bin/itmcmd agent -0 QMMI1 start mq

Refresh the TEP.
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++ |n Linux, how to find out the running ITM agents?

# ps -ef | grep -i itm

root 1416 1 011:39 pts/1 00:00:00 /opt/IBM/ITM/x8266/1z/bin/klzagent
root 7839 1 011:40 pts/1 00:00:00 /opt/IBM/ITM/x8263/mc/bin/kmcrca
/opt/IBM/ITM/config/mc.cfg

root 8352 1 011:40 pts/1 00:00:00 /opt/IBM/ITM/x8263/mq/bin/kmgagent
/opt/IBM/ITM/config/ip-9-30-145-117_mq_QM_LNX2.cfg

root 8888 1 011:41 pts/1 00:00:00 /opt/IBM/ITM/I1x8263/mq/bin/kmgagent
/opt/IBM/ITM/config/ip-9-30-145-117_mq_QMMI1.cfg

root 9217 1 011:41 pts/1 00:00:00 /opt/IBM/ITM/x8266/1z/bin/kcawd

Notice the following processes that are of interest for MQ:
There are 2 processes for the OS Agent, in this case, /opt/IBM/ITM/1x8266/1z/ (the "lz" is
for Linux)
The kmqgagent is the monitor for the queue managers. There are 2 entries in the listing
above:

one for queue manager QM_LNX2 and another for QMMI1
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+ How to monitor the statistics generated by the MQ queue manager

Where does ITCAM for messaging get the get/put fail data from
https://developer.ibm.com/answers/questions/301258/where-does-itcam-for-messaging-
get-the-getput-fail.html?

utm campaign=answers&utm medium=email&utm source=answers-new-

question&utm content=answers-answer-question

Where does ITCAM for messaging get the get/put fail data from

+ begin excerpt

Question:

Can you find out how the MQ Queue Statistics attributes are gathered (specifically, the
put/get failure counts and rates)?

Answer:

MQ Queue Statistics data is collected from the MQ MQI statistics data that is written to
SYSTEM.ADMIN.STATISTICS.QUEUE.

Specifically, the information is obtained from the following PCF attributes in the messages
written by MQ:

MQIAMO_PUTS_FAILED
MQIAMO_PUT1S_FAILED
MQIAMO_GETS_FAILED

The ITCAM for Messaging documentation has information on this in

"Collecting data for the MQ Queue Statistics workspace” section.
http://www.ibm.com/support/knowledgecenter/SS3JRN 7.2.1.1/com.ibm.itcama.doc 7.2.
1.1/kmq userguide/t coll data4 q statis.html

Tivoli Composite Application Manager for Applications > Tivoli Composite Application
Manager for Applications 7.2.1.1 > ITCAM Agents for WebSphere Messaging 7.3 > ITCAM
Agent for WebSphere MQ User's Guide > Data collection for workspaces >

Collecting data for the MQ Queue Statistics workspace

MQ documentation has the following information about MQI Statistics:

http://www.ibm.com/support/knowledgecenter/SSFKSJ 9.0.0/com.ibm.mqg.mon.doc/q037
240 .htm

WebSphere MQ > WebSphere MQ 9.0.0 > IBM MQ > Monitoring and performance > Monitoring
your IBM MQ network >

Accounting and statistics messages

http://www.ibm.com/support/knowledgecenter/SSFKSJ 9.0.0/com.ibm.mg.mon.doc/q037
360 .htm

WebSphere MQ > WebSphere MQ 9.0.0 > IBM MQ > Monitoring and performance > Monitoring
your IBM MQ network >

Accounting and statistics messages > Statistics messages > Statistics information collection
>



http://www.ibm.com/support/knowledgecenter/SSFKSJ_9.0.0/com.ibm.mq.mon.doc/q037360_.htm
http://www.ibm.com/support/knowledgecenter/SSFKSJ_9.0.0/com.ibm.mq.mon.doc/q037360_.htm
http://www.ibm.com/support/knowledgecenter/SSFKSJ_9.0.0/com.ibm.mq.mon.doc/q037240_.htm
http://www.ibm.com/support/knowledgecenter/SSFKSJ_9.0.0/com.ibm.mq.mon.doc/q037240_.htm
http://www.ibm.com/support/knowledgecenter/SS3JRN_7.2.1.1/com.ibm.itcama.doc_7.2.1.1/kmq_userguide/t_coll_data4_q_statis.html
http://www.ibm.com/support/knowledgecenter/SS3JRN_7.2.1.1/com.ibm.itcama.doc_7.2.1.1/kmq_userguide/t_coll_data4_q_statis.html
https://developer.ibm.com/answers/questions/301258/where-does-itcam-for-messaging-get-the-getput-fail.html?utm_campaign=answers&utm_medium=email&utm_source=answers-new-question&utm_content=answers-answer-question
https://developer.ibm.com/answers/questions/301258/where-does-itcam-for-messaging-get-the-getput-fail.html?utm_campaign=answers&utm_medium=email&utm_source=answers-new-question&utm_content=answers-answer-question
https://developer.ibm.com/answers/questions/301258/where-does-itcam-for-messaging-get-the-getput-fail.html?utm_campaign=answers&utm_medium=email&utm_source=answers-new-question&utm_content=answers-answer-question
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Queue statistics information
2) Some calculations done on data provided by MQ to provide rates per second

For example,

GetCount was 6013.

Interval length was 15 seconds.
Get Rate was 400.86 or 6013/15.
Get Fail Count was 362.

Get Fail Rate was 24.13 or 362/15.

+ end of excerpt

- Edit the monitoring file of the WebSphere MQ Monitoring agent to allow it to read
messages from the system statistics queues.
The STATISTICSINFO attribute specifies how the WebSphere MQ Monitoring agent accesses
the data that is produced by the queue manager. Here you can set it to REMOVE or BROWSE
to suit the requirements of your environment.
For example:
Unix: local Agent to the queue manager
vi /opt/IBM/ITM/config/ip-9-30-145-117_mq_QM_LNX2.cfg

SET MANAGER NAME(QM_LNX2) STATISTICSINFO(REMOVE)

Windows: remote Agent to the queue manager
notedpad C:\IBM\ITM\TMAITMé6_x64\mq_QM80RHEL1.cfg
SET MANAGER NAME(QM80RHEL1) REMOTE(YES) STATISTICSINFO(REMOVE)

For information about how to change monitoring options, see Changing monitoring options.
http://www.ibm.com/support/knowledgecenter/en/SS3JRN 7.2.1.1/com.ibm.itcama.doc

7.2.1.1/kmqg_userguide/t changemonioptn.html#t changemonioptn

- If you changed the monitoring file of the WebSphere MQ Monitoring agent, restart the
agent for the changes to take effect.

The following needs to be set in the SET MANAGER command of the *mq*.cfg configuration
file for the corresponding MQ Monitoring Agent:

STATISTICSINFO(NO | REMOVE | BROWSE)
This parameter is not valid on z/0S systems.

Specifies how WebSphere MQ Monitoring agent accesses the statistics data that is
produced by the queue manager (queue manager, queue and channel). Valid values are as
follows:

NO: The agent does not monitor statistics data (queue manager, queue and channel).


http://www.ibm.com/support/knowledgecenter/en/SS3JRN_7.2.1.1/com.ibm.itcama.doc_7.2.1.1/kmq_userguide/t_changemonioptn.html#t_changemonioptn
http://www.ibm.com/support/knowledgecenter/en/SS3JRN_7.2.1.1/com.ibm.itcama.doc_7.2.1.1/kmq_userguide/t_changemonioptn.html#t_changemonioptn
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REMOVE: The agent reads and removes messages from the system statistics queues. This
setting provides the most accurate event reporting. The value that is configured during the
installation and configuration process is REMOVE. When REMOVE is specified, the agent
opens the system statistics queues for exclusive access.

BROWSE: The agent browses (reads without removing) messages in the system statistics
queues. Specify this value if more than one application (WebSphere MQ Monitoring agent or
another application) read the statistics queues. If this is the case, you must run a separate
application to clean the queues.

+++ end +++



